***Abstract:***

*In our project we employ methods of machine learning from text retrieval to search and build a workflow to troubleshoot a problem with a network based on previous similar errors in company database and what had been done to solve them providing more efficient day-to-day and long term work environment.*

*In addition the program will analyses the errors on time and configurational scale and advice on threshold adaptation to prevent future network issues and false alarms.*

*Text pattern recognition is a difficult task due to the wide array of technical errors and the conversation recognition to identify what steps are helpful and what are not.*
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***INTRODUCTION***

The ability to automatically suggest an answer for a question given a database off possible previous occurrences of the question given to others is a focus of many studies in many fields.

The current status is as follows:

* All logs are examined manually by call center
* All work flows and troubleshooting are based on representative’s experience
* Existing, reoccurring and resolved errors are verified manually
* To analyze the Mellanox care Daily report - provide more work efficient environment.
* To timeline and analyze all previous site cases to identify reoccurring issue on port \ switch per customer.
* To synchronize and monitor any frequent alarms\ triggers to locate reoccurring issues with Mellanox products on all Mellanox care Sites
* To provide a day \ week statistics - threshold adaptation advise for each site.

The aim of this project is upon receiving a network error from a customer to analyze and build a multi-stage work flow to troubleshoot a certain network error using a machine learning algorithms (knowledge based AI).

It will be done by finding all correspondences with this error, retrieve comments in the correspondences between support engineers and customers from the company's database and identify helpful and unhelpful advices using Natural Language Processing (NLP) algorithms on both the engineer and the customer, parse the input by the customer and “score” the engineer’s reply, thus with machine learning algorithms suggest a multi stage work-flow based on high scoring answers for every stage and determining what high scoring directions should not be implemented, due to prior actions (fault isolation).

***Background and Related Work***

**Case-Based Reasoning**

The work of Roger Schank, is widely held to be the origin of CBR. He proposed a different view on model-based reasoning inspired by human reasoning and memory organization: If a “memory packets” contains a situation where some problem was successfully solved and the person finds himself in a similar situation, the previous experience is recollected and the person can try to follow the same steps in order to reach a solution. Thus, rather than following a general set of rules, reapplying previously successful solution schemes in a new but similar context solves the newly encountered problems.

In the problem solving algorithm of case based reasoning the following steps are taken:

* Describing the current problem.
* Searching for a similar previously solved problem.
* Retrieving the solution to it.
* Adapting the solution to the current problem.
* Verifying the solution.
* Storing the newly solved problem.

In turn, since the newly found solution may be used for solving future problems, the process denotes the CBR working cycle.

***Machine learning:***

Machine Learning is the wish to program computers so that they can “learn” from input available to them. The input to a learning algorithm is training data from our company’s database in which stored all technical issues that was dealt over the years, and the correspondences are representing experience which can the program learn in order to advise to a novice support engineer.

To find the best way to do this we’ll have to be more explicit about what data our programs will access, how they parse it, how and when the learning process will be done and will it be evaluated.

The most popular formal approaches to machine learning applicable to our project are as follows:

**Supervised learning**

Algorithms are trained using labeled examples, such as an input where the desired output is known. In our project, for example, an answer by an engineer to a customer’s reply could have score points labeled from 0-10, based on previous cases. The learning algorithm receives as an input the reply from the customer to this answer and the algorithm then learns how good it was based on customer’s next reply and modifies the model (score and stage) accordingly.

**Unsupervised learning**

It is used against data that has no historical labels. And they have no scoring points for a data set. The goal is to explore the data and find some structure within. In our project it can identify customers with similar issues who can then be treated similarly or point out a large scale problem from many costumers.

Popular techniques include self-organizing maps, nearest-neighbor mapping, k-means clustering and singular value decomposition. These algorithms are also used to segment text topics, recommend items and identify data outliers.

**Semi-supervised learning**

It is used for the same applications as supervised learning. But it uses both labeled and unlabeled data for training – typically a small amount of labeled data with a large amount of unlabeled data .This type of learning can be used with methods such as classification, regression and prediction.

**Reinforcement learning**

It is often used for robotics, gaming and navigation. With reinforcement learning, the algorithm discovers through trial and error which actions yield the greatest reward. In our project, the goal is to find solution to the problem the costumer is facing in the shortest amount of replies, minimizing the time effort and cost by the customer. If the decision making process reaches the goal much faster by following a good policy that not follows the current score the model need to be modified. So the goal in reinforcement learning is to learn the best policy.

**Decision Trees**

It is one of the most widely used and practical methods for inductive inference. It is a method for approximation of discrete-valued functions, in which a tree represents the learned function. Each node in the decision tree specifies a test of some attribute of the query instance, and each branch descending from that node corresponds to one of the possible values for this attribute. In our project, a positive or negative answer by the customer to any of the engineer’s questions in the previous stage (that was preferably generated by this app as well to follow this tree) will eliminate many other troubleshooting steps and may focus on other, more specific, test to find the root cause of the error.

**Natural Language Processing (NLP)**

The idea of computers being able to understand ordinary languages human is being a focal point of scientific studies for many years, in our project we deal with customers from all around the world so when taking in consideration that people from around the world communicate in various ways, and have different ways of expressing themselves and not only do individuals but also people from other countries tend to make choices may be more characteristic. When add to that is the challenge of “English as a second language”, we will fully appreciate the challenges posed by understanding of natural language and even achievements from focusing on a range of specific fields which will be determining what is a positive or a negative response by a customer.

**Tokenised text and pattern matching**

One of the more basic operations that can be applied to a text is tokenising: breaking up a stream of characters into words, punctuation marks, numbers and other discrete items: a fair amount of information may be obtained from relatively shallow analysis of tokenised text for example negative words like “no” didn’t help” may reveal that the reply by the engineer wasn’t helpful while “expressions like “issue resolved” “thanks for the help” may inidicate the it was helpful. In addition, we need to pay attention to some aspects that may reveal that the customer is not satisfied such as the text is written with all capital letters or there are numerous or more than two consecutive exclamation marks. The emotional aspects of the language may vary from language to language.

**Parts of speech and structure**

A further stage in analysing text is to associate every token with a grammatical category or part of speech (POS). In our project we will have to analyses the grammar of the sentence to determine on the type of the response, such as: “we solved the issue”, “the issue was solved” “your solution was helpful” etc.

*5. Expected Results*

*6.1.Requirements (Use Case)*

*6.2.Design (GUI, UML diagrams)*

**Testing plan**

We will implement our approach in the context of the alarm triage problem submitted by a customer. Our simulation experiments with data from many previous cases in which the troubleshooting steps by the engineers are different and the responses by the customer are different. We will add new engineers replies and new customer responses to show the potential of our constantly-updating machine-learning-based approach for improving the error triage and troubleshooting process.